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Network(ing) Programmability



Traditional Switching Architectures
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Software-defined Networking (v1)
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Status Quo: Bottom-up Design

5

Switch OS

Run-time API

Driver

ñThis is how I know to

process packetsò

(i.e. the ASIC datasheet

makes the rules) Fixed-function ASIC

?
Network Demands



A Better Approach: Top-down Design
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Benefits of Data Plane Programmability

ѠNew FeaturesςAdd new protocols

ѠReduce complexityςRemove unused protocols

ѠEfficient use of resourcesςflexible use of tables

ѠGreater visibilityςNew diagnostic techniques, telemetry, etc.

ѠSW style developmentςrapid design cycle, fast innovation, fix data plane bugs in 

the field

ѠYou keep your own ideas

¢Ƙƛƴƪ ǇǊƻƎǊŀƳƳƛƴƎ ǊŀǘƘŜǊ ǘƘŀƴ ǇǊƻǘƻŎƻƭǎΧ
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Programmable Network Devices

ѠPISA: Flexible Match+Action ASICs
ǓLƴǘŜƭ CƭŜȄǇƛǇŜΣ /ƛǎŎƻ 5ƻǇǇƭŜǊΣ /ŀǾƛǳƳ ό·ǇƭƛŀƴǘύΣ .ŀǊŜŦƻƻǘ ¢ƻŦƛƴƻΣ Χ

ѠNPU
Ǔ9½ŎƘƛǇΣ bŜǘǊƻƴƻƳŜΣ Χ 

ѠCPU
ǓhǇŜƴ ±ǎǿƛǘŎƘΣ Ŝ.tCΣ 5t5YΣ ±ttΧ

ѠFPGA
Ǔ·ƛƭƛƴȄΣ !ƭǘŜǊŀΣ Χ

These devices let us tell them how to process packets.
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P4
(Programming Protocol-independent Packet Processors)



P4 Language Elements
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PISA: Protocol-Independent Switch Architecture
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PISA in Action
ѠPacket is parsed into individual headers (parsed representation)

ѠHeaders and intermediate results can be used for matching and actions

ѠHeaders can be modified, added or removed

ѠPacket is deparsed (serialized)
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Mapping a simple logical pipeline on PISA
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P4 programs and architectures
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P4 Compiler and Runtime



Programming a P4 Target
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P4 Compiler Workflow

P4 compiler generates 2 files: 

1. Target-specific binaries

Å Used to configure switch pipeline (e.g. binary 
config for ASIC, bitstream for FPGA, etc.) 

2. P4Info file

Å 5ŜǎŎǊƛōŜǎ άǎŎƘŜƳŀέ ƻŦ ǇƛǇŜƭƛƴŜ ŦƻǊ ǊǳƴǘƛƳŜ 
control

Å Captures P4 program attributes
Å Tables, actions, parameters, etc.

Å Protobuf-based format

Å Target-independent compiler output 
Å Same P4Info for SW switch, ASIC, etc.
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P4 Runtime Overview

Å Protocol for runtime control of P4-defined data-
planes

Å Protobuf-based API definition
Å Automatically generate client/server code for many 

languages

Å gRPC transport

Å P4 program-independent
Å !tL ŘƻŜǎƴΩǘ ŎƘŀƴƎŜ ǿƛǘƘ ǘƘŜ tп ǇǊƻƎǊŀƳ

Å Enables field-reconfigurability
Å Ability to push new P4 program, i.e., re-configure 

the switch pipeline, without recompiling the switch 
software stack
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P4 Runtime - SetPipelineConfig
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P4 Example : Simple Router

- Data plane (P4) program
- Defines the format of the table

- Performs lookup

- Executes the chosen action

- Control plane
- Populates table entries with specific

information
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P4 Use Cases



P4 Use Cases

The figure is taken from A Survey on Data Plane Programming with P4: Fundamentals, Advances, and Applied Researchpaper by
Frederik Hauser, Marco Häberle, Daniel Merling, Steffen Lindner, Vladimir Gurevich, Florian Zeiger, Reinhard Frank, Michael Menth
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Example: In-band Telemetry
ƕWhich path did my packet take?Ɩ1

ƕWhich rules did my packet 
follow?Ɩ

2

ƕIn Switch 1, I followed rules 75 and 250. 
In Switch 9, I followed rules 3 and 80. Ɩ

# Rule

1

2

3

Χ

75 192.168.0/24

Χ

Kim, Changhoon, Anirudh Sivaraman, Naga Katta, Antonin Bas, Advait Dixit, and Lawrence J. Wobker. "In-band network 

telemetry via programmable dataplanes." In ACM SIGCOMM, vol. 15. 2015.

ƕI visited Switch 1 @780ns, 
Switch 9 @1.3ǎs, Switch 12 @2.4ǎsƖ
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ƕHow long did my packet queue at each switch?Ɩ3 ƕDelay: 100ns, 200ns, 19740nsƖ

Time

Queue

ƕWho did my packet share the queue with?Ɩ4

Example: In-band Telemetry

Kim, Changhoon, Anirudh Sivaraman, Naga Katta, Antonin Bas, Advait Dixit, and Lawrence J. Wobker. "In-band network 

telemetry via programmable dataplanes." In ACM SIGCOMM, vol. 15. 2015.
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ƕHow long did my packet queue at each switch?Ɩ3 ƕDelay: 100ns, 200ns, 19740nsƖ

Time

Queue

ƕWho did my packet share the queue with?Ɩ4

Aggressor flow!

Kim, Changhoon, Anirudh Sivaraman, Naga Katta, Antonin Bas, Advait Dixit, and Lawrence J. Wobker. "In-band network 

telemetry via programmable dataplanes." In ACM SIGCOMM, vol. 15. 2015.

Example: In-band Telemetry
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SwitchID, Arrival Time, 
Queue Delay, Matched Rules, Ə

Original Packet

Log, Analyze
Replay and Visualize

Kim, Changhoon, Anirudh Sivaraman, Naga Katta, Antonin Bas, Advait Dixit, and Lawrence J. Wobker. "In-band network 

telemetry via programmable dataplanes." In ACM SIGCOMM, vol. 15. 2015.

Example: In-band Telemetry
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Example: IP Multicast (Packet Replication)

Merling, Daniel, Steffen Lindner, and Michael Menth. "Hardware-based evaluation of scalable and resilient multicast with bier in p4."

IEEE Access 9 (2021): 34500-34514.
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Example: IP Multicast (Packet Replication)

Merling, Daniel, Steffen Lindner, and Michael Menth. "Hardware-based evaluation of scalable and resilient multicast with bier in p4."

IEEE Access 9 (2021): 34500-34514.
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